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Abstract
Smart cities are composed of intelligent industrial things that enhance people’s lives and save lives. Intelligent remote patient monitoring helps predict the patient's condition. Internet of Things (IoT), artificial intelligence (AI), and cloud computing have improved the healthcare industry. Edge computing speeds up patient data transmission and ensures latency, reliability, and response time. Nonetheless, the transmission of massive amounts of patient data may lead to IoT data security vulnerabilities, which is both a concern and a challenge. This research proposed a secure, scalable, and responsive patient monitoring system. This model used the lightweight attribute-based encryption (LABE), which encrypts and decrypts IoT patient data to protect cloud-based IoT patient data. Edge servers are positioned between the IoT and cloud to increase QoS and diagnose patient impairment. The deep belief network (DBN) predicts and monitors patient health. The bat optimization algorithm (BOA) optimizes the hyperparameters. This study used deep belief to identify hyper parameters and BOA for optimization. Swarm intelligence improves the prediction results and edge–cloud reaction time. The simulation environment assessed the secure patient health monitoring system to ensure its efficiency, security, and efficacy. The proposed model offers effective patient remote health monitoring through a secure edge–cloud–IoT environment with improved accuracy (97.9%), precision (95.6%), recall (94.6%), F1-score (94.9%), and FDR (0.06).
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1. Introduction

Internet of Things (IoT) uses medical sensors to sense patient data and interpret, and process, and respond to them in a timely manner over the network. Data from the sensing devices are transformed into natural scenarios, producing a smart environment. The innovation of IoT creates a smart environment that integrates the smart devices in the network to share, communicate, and perform a particular process. The smart modules in the network can perform these tasks with coordination between them. Smart cities
include various applications such as healthcare, smart electricity, transportation, management, smart buildings, and sewerages. Through smart services, the smart data element is generated and used for smart city applications [1–5]. Cloud and edge computing provide the best services to smart cities due to the characteristics of smart node collaboration. Since the smart devices are located far away from the cloud server, edge computing is introduced to reduce the network traffic of the transmission, which in turn may lead to increased response time and traffic. Due to various reasons such as smart devices cooperation, 5G/6G network exploitation, and base station service providers, edge computing is also incorporated.

In smart cities, the real environment is changed into an automation environment based on the smart devices that provide reliable management of the data. It has various components including weather monitoring, smart homes, waste management, energy management, buildings, medical services, sewerage, air pollution control, monitoring of forest fire, traffic control, health monitoring, radiation level monitoring, intelligent shopping, smart maps, smart lighting, and vehicle auto diagnosis [1–3]. The integration of IoT–edge and cloud requires the healthcare system to be available everywhere to secure fast response for the patients and doctors. On the other hand, accessing medical hospitals is still a challenging issue in smart healthcare using smart devices. Patients with serious vital signs need instant solutions in the fastest way. Thus, the analyzed results must be accurate based on the previous analysis, and the response time should be minimized with reduced network latency. Therefore, smart healthcare is integrated with an edge–cloud environment to overcome the issues with the utilization of available resources and technologies in the smart city environment.

The revolution of smart devices in healthcare systems serves various significant purposes such as measuring the patient’s blood sugar, body temperature, weight, blood pressure, and stress through wearable devices. Thus, the integration of edge–cloud–IoT is of utmost importance, both with regard to the real world and research. The smart remote patient healthcare monitoring system in the cloud IoT scenario consists of various kinds of patient biological data that are transmitted over the network and stored in the cloud anywhere [1]. Through the IoT network, the transmitted patient data gives rise to confidentiality and security issues that have to be addressed carefully [2]. Therefore, lightweight cryptography approaches are applied to provide security of the medical data that is necessary for the secure and safe management of patient medical information [3, 4].

Akhbarifar et al. [5] developed a remote health monitoring method using the lightweight block encryption approach to provide security of the patient data and applied various machine learning algorithms for the prediction of patient heart diseases. They concluded that the R-star approach performs better with accuracy of 95% than support vector machine (SVM), random forest (RF), J48, and multilayer perceptron (MLP). Jayaram and Prabakaran [6] proposed remote patient monitoring and rehabilitation with a privacy-preserving secure healthcare system using edge-level privacy-preserving additive homomorphic encryption. With the implementation of filtering and offloading decisions, this work reduces the network traffic and response time. The proposed adaptive weighted probabilistic classifier performs better with accuracy of 96.9% compared to other classifiers such as neural network, linear SVM, polynomial SVM, radial basis SVM, and sigmoid SVM. With this motivation, this paper proposes a secure edge–cloud–IoT-based smart city healthcare system to provide optimal on-time care to the patients. This proposed approach also ensures reduced latency and response time. The contributions of this work are as follows:

- Patients’ sensitive health-related data are collected through IoT sensors using the wearable devices of the patients.
- Patients’ sensitive data are encrypted using the lightweight attribute-based encryption (LABE) approach in the edge network to ensure the security and confidentiality of the patient medical data.
- The encrypted sensitive data are decrypted by the cloud processor for prediction. The decrypted data are preprocessed using normalization and scaling approaches to make the data balanced.
- The preprocessed data are used for the prediction process using the deep belief network (DBN) optimized with the bat optimization algorithm (BOA).
The predicted health status of the patient is monitored and notified to the healthcare providers in case of an emergency. The proposed edge–cloud–IoT-based healthcare monitoring was simulated and compared with existing models to prove the efficiency and security of the proposed system. The implementation of an edge network is expected to reduce the network latency and response time, with the implementation of optimization algorithms increasing the prediction accuracy of the classifiers.

The rest of this paper is organized as follows: Section 2 discusses the related work of smart patient health monitoring systems; Section 3 proposes a security method and a classification method for monitoring and diagnosing the patient’s health status; Section 4 presents the simulated and obtained results with appropriate comparison; Section 5 presents the conclusion and provides ideas for future research directions.

2. Related Work

This section discusses the most relevant existing research works related to edge–cloud–IoT-based smart healthcare systems. Alrazgan [7] developed an edge–cloud-based healthcare system for smart cities, studying the offloading approaches for mobile edge computing using PSO, ACO, and DPSO to improve the quality of service of the network and concluding that DPSO performs better in terms of reducing latency and energy. Suryandari et al. [8] developed a remote patient monitoring system to manage the resources of the hospital effectively using patient monitoring at home through IoT. The systems provide data access and monitoring through the user-friendly gateway.

Liu et al. [9] developed a cloud-based system using a digital twin healthcare system to observe, analyze, and predict the elderly’s health status through wearable medical devices for monitoring patients’ health status and suggested innovations in the digital twin healthcare system. Ganesan and Sivakumar [10] and Nguyen et al. [11] developed a deep learning approach based on heart disease prediction in an IoT environment. Abdelaziz et al. [12] proposed a cloud–IoT-based medical monitoring system and analyzed various classification methods for the prediction of diabetes mellitus, hypertension, renal disorder, and heart disease. A lightweight selective encryption algorithm was proposed by Qui et al. [13] using a machine learning method to protect data security. Zhou et al. [14] developed a Fibonacci Q matrix-based logarithmic encryption for cyber systems. This method has been extended with fuzzy and guaranteed data security in a model proposed by Ma et al. [15]. Sun [16] studied cyber security approaches such as multi-authority-based encryption, key policy attribute-based encryption, fine-grain, trust, revocation, multi-tenant, trace approach, and hierarchical and proxy re-encryption to ensure security in the cloud. Abd El-Latif et al. [17] proposed a quantum walk-based encryption method with permutation phases in healthcare systems to protect patient data confidentiality without compromising the image encryption efficiency and robustness. Hassan et al. [18] developed a certificate-less public key encryption approach to protecting the authorized cloud server with an equality test scheme for smart healthcare systems. Hameed et al. [19] proposed a cipher blockchain advanced encryption model with Huffman coding and wavelet transform to improve data safety and efficiency of data storage between the stakeholders.

Ben Dhaou et al. [20] reviewed various wearable device techniques, algorithms, and technologies in terms of the Internet of medical things. They also surveyed the transformation methods used for fog computing with IoT devices. Cao et al. [21] proposed a medical health monitoring system with IoT and cloud computing using three terminals: sensor, gateway, and service. Based on the community and region, patients are efficiently monitored through GSM and the website. Zhang et al. [22] proposed the real-time health monitoring of patients through 5G mobile edge computing with IoT using an artificial intelligence algorithm for diagnosis. Table 1 compares the healthcare systems based on their merits and demerits [8, 23–28].

Security poses a major challenge in the medical industry. Medical data have to be personalized by hospital. There are many deep learning techniques using wireless sensor network (WSN) to improve the performance of IoT. Convolution neural network (CNN) for malware classification [29] and cognitive architecture for cyber security [30] require more time to identify the intrusions. Likewise, some research
[31–35] studies used machine learning-based feature extraction and classification for malware prediction. Bio-inspired robots are used with Internet of Medical Things (IoMT) for securing the data in cloud [36]. Blockchain-assisted cloud network for the security system [37] in cloud is implemented with less cost.

### Table 1. Comparison of existing healthcare systems

<table>
<thead>
<tr>
<th>Study</th>
<th>Method</th>
<th>Disadvantage</th>
<th>Advantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adebiyi et al. [23]</td>
<td>Optimized genetic algorithm-based feature selection is performed on the Gambia dataset using SVM kernel approaches</td>
<td>Model is complicated</td>
<td>Improved classification accuracy</td>
</tr>
<tr>
<td>Suryandari et al. [8]</td>
<td>Remote patient monitoring with efficient management of hospital resources</td>
<td>Lack of accuracy in disease diagnosis and high error in classification</td>
<td>Improved classification speed and outlier removal in IoT</td>
</tr>
<tr>
<td>Gupta et al. [24]</td>
<td>IoT-based remote patient monitoring system</td>
<td>The model is complicated, with increased computation time</td>
<td>Improved classification accuracy</td>
</tr>
<tr>
<td>Tan and Halim [25]</td>
<td>IoT-based healthcare monitoring and diagnosis system</td>
<td>A complicated model with maximum error and reduced computational speed</td>
<td>Optimal classification accuracy</td>
</tr>
<tr>
<td>Hiriyanalih et al. [26]</td>
<td>LSTM-based patient health monitoring system</td>
<td>Increased computational speed</td>
<td>Improved classification accuracy</td>
</tr>
<tr>
<td>Arowolo et al. [27]</td>
<td>Optimized genetic algorithm with PCA and ICA for patient disease diagnosis and monitoring in IoT</td>
<td>Model is complicated</td>
<td>Optimal accuracy in classification</td>
</tr>
<tr>
<td>Vahidi Farashah et al. [28]</td>
<td>Clustering and deep learning-based patient disease analysis</td>
<td>Increased computation time</td>
<td>Improved classification accuracy</td>
</tr>
</tbody>
</table>

### 3. Proposed Methodology

The proposed patient health monitoring system integrates the cloud platform with an edge network to reduce latency, cost, and traffic. This section discusses the system model, encryption-decryption method, and disease prediction approaches.

#### 3.1 System Model

The proposed secure edge–cloud–IoT-based patient remote health monitoring system is shown in Fig 1, which consists of four components: IoT network, edge network, cloud platform, and healthcare providers. The patient’s medical data such as heart rate, body temperature, blood pressure, blood sugar, stress level, pulse counter, consciousness level, etc., are collected from IoT devices. The collected sensitive medical data are shared to the edge network through gateways. This edge network also provides computing and storage capability that is integrated with the cloud computing platform. Such collected data are processed in the edge layer to ensure security using a LABE algorithm that will protect the patient data from attackers. The encrypted data are sent to the cloud server through the cloud gateway. Next, the cloud platform is responsible for secure data processing, and it also provides central storage for the healthcare system. All the virtual machines in the cloud–edge platform ensure data security and integrity before processing. The cloud layer decrypts the sensitive medical data and preprocesses the information using normalization approaches to make the data balanced for improved prediction accuracy. The cloud layer then employs a deep learning model called DBN for the prediction of patients’ vulnerabilities. The hyperparameters of the neural network are optimized using the BOA approach to avoid overfitting issues. Additionally, the optimization algorithm reduces the load of an edge–cloud environment with its heuristic searching behavior. Next, the healthcare providers can analyze the predicted data severity through...
continuous monitoring and assessments. Based on the observed reports, the medical professionals are updated on the patient health status. In case of any vulnerabilities in inpatient health conditions, the emergency alert is given to doctors and patients’ caretakers, with doctors providing online prescriptions remotely.

![Proposed secure edge–cloud–IoT-based remote patient health monitoring system](image)

**Fig. 1.** Proposed secure edge–cloud–IoT-based remote patient health monitoring system.

### 3.2 IoT Network

This component is responsible for collecting the medical data of the patients through the IoT sensors and resources. The gathered patient medical data include blood cholesterol, heart rate, blood pressure, and other parameters sensed from the sensors attached to the patient’s body or clothes through the body area network. Compared to other network devices, the body sensors are more vulnerable to attacks; thus, security is a major concern in transmitting patients’ sensitive data over the network. Prior to being uploaded to the cloud server, the collected data are protected using a lightweight CP-ABE algorithm in the edge server, which will reduce the overhead of the cloud server. The IoT device data include the patient identification data and previous clinical data entered by the patient. The IoT device data for patient identification and previous clinical and present medical data are presented in Table 2. The following are the steps involved in the data collection process:

- IoT device data such as patient identification data and patients’ previous medical data are entered.
- Patients’ current medical data are collected from medical sensors.
- The collected medical data are sent to the next component for the encryption process.

### 3.3 Edge Network

This component is responsible for transferring the medical data to cloud storage with security measures. This will ensure data secrecy in the cloud in the distributed data storage. The security of the data is a major concern in the medical field since the patient’s sensitive information are involved. Thus, patient data are encrypted before storing them in the edge and cloud server as follows:

- Read the collected medical data presented in Section 3.2.
- Encrypt the data using LABLE and send the encrypted data to the cloud storage.

### Table 2. Patient data collection in an IoT environment

<table>
<thead>
<tr>
<th>Patient identification data</th>
<th>Patients’ previous clinical data</th>
<th>Patient medical data gathered from sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient’s national id</td>
<td>Height and weight</td>
<td>Oxygen saturation</td>
</tr>
<tr>
<td>Name</td>
<td>Smoker/alcohol drinker/drug user</td>
<td>Body temperature</td>
</tr>
<tr>
<td>Gender</td>
<td>Blood sugar</td>
<td>Blood pressure</td>
</tr>
<tr>
<td>Occupation</td>
<td>Hypertension history</td>
<td>Blood sugar</td>
</tr>
<tr>
<td>Mobile number</td>
<td>Blood cholesterol</td>
<td>Heart rate</td>
</tr>
<tr>
<td>Address</td>
<td>Blood pressure</td>
<td>Isolated systolic and diastolic blood pressure</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HDL (high-density lipoprotein) and LDL (low-density lipoprotein) cholesterol</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Respiratory rate</td>
</tr>
</tbody>
</table>

### 3.3.1 Lightweight attribute-based encryption (LABE) algorithm

The public key cryptography approach called attribute-based encryption provides secure access control of the medical data among the users. The access policy is based on the ciphertext and generated private key for the attributes. To decrypt the encrypted data (ciphertext), the user should have the private key of the attributes that satisfy the access policy. This approach consists of four processes: setup, key generation, encryption, and decryption. The algorithm steps are as follows:

**Step 1 (Setup):** This approach uses security parameter $\rho$ to generate public key ($P_k$) in Equation (1) and master secret key ($M_k$) listed in Equation (2).

$$P_k = D_0, g, h = g^\gamma, f = \frac{1}{\gamma}, e(g, g)$$  \hspace{2cm} (1)

$$M_k = \gamma, g^\delta$$  \hspace{2cm} (2)

where $\gamma, \delta$ are random exponents ($\gamma, \delta \in Z_p$) and $D_0$ is bilinear prime order group $p$ with generator $g$.

**Step 2 (Key generation):** The key generation phase uses the public key, client attribute list $\vartheta$, and $M_k$ as input to generate secret key $S_k$, which consists of components $G, G_i, \text{and } G_i'$. The secret key is generated as in Equation (3).

$$S_k = (G = g^{\delta+\theta}, \forall i \in \vartheta : G_i = g^\gamma, h(i)^{r_i} \text{ and } G_i' = g^{r_i})$$  \hspace{2cm} (3)

For each attribute $i \in \vartheta$, the algorithms select random number $r$ and $r_i$ with $r$ and $r_i \in Z_p$ and $h$ as the hash function.

**Step 3 (Encryption):** This process takes $P_k$, access policy $A$, and message $m$ as input and produces the encrypted data called ciphertext (CP) as follows:

$$CP = (A, C' = m(g, g)^{\delta s}, C = h^s \forall x \in X: C_x = g^{\varepsilon x}, C_{xp} = h(\text{attribute}(x)^{\varepsilon x})$$  \hspace{2cm} (4)

This approach generates random value $s$ to compute shared value $\varepsilon_x$ for each attribute in the access policy using the linear sharing of secret key. Access policy $A$ is described through the access tree, which contains a set of nodes. The top node is the root, and the inner ones are leaf nodes or logical operators such as AND and OR. Attributes are represented in leaf node. The sample access tree is shown in Fig. 2 where the real access tree is $\vartheta$ and the access policy of $A$ is defined as in Equation (5).

$$A = (A \text{ AND } B) \text{ OR } (C \text{ AND } D)$$  \hspace{2cm} (5)
where A is the access policy and A, B, C, and D are attributes that encrypt with CP. The decryption process must have these attributes.

![Access Tree](image)

**Fig. 2.** Access tree to create the access policy.

**Step 4 (Decryption):** This process decrypts CP using secret key $S_k$ to get the original message $M$ as in Equation (6).

$$M = \frac{e(G_i, C_x)}{e(G_i', C_x')}$$

Equation (6)

For example, if $z$ is a leaf node, then the decryption process is performed as follows:

$$\text{decrypt}(z) = \frac{e(G_i, C_x)}{e(G_i', C_x')}$$

Equation (7)

$$= \frac{e(g^r, h(i)^{r_i} h^{e_x})}{e(g^{r_i}, H(i)^{e_x})}$$

Equation (8)

$$= e(g, g)^{r_x}$$

Equation (9)

For $i \in \theta$, the steps are repeated; if the attributes with secret key satisfy the access policy, then the approach decrypts the CP, otherwise the algorithm is terminated.

### 3.4 Cloud Network

The forwarded encrypted medical data from the edge network are stored in this central distributed storage segment that provides the services to the users of healthcare providers. This component has the responsibilities of decryption process, preprocessing, and disease prediction using a deep learning approach. The received encrypted data are decrypted using the decryption process of the Labe algorithm as stated below.

- Read the encrypted data from the Labe algorithm encryption process.
- Decrypt the data using the secret key and access policy by the cloud services.
- Transfer the decrypted data to store in the cloud for the authorized processing of disease prediction.

#### 3.4.1 Data preprocessing

Preprocessing is important to clean the data of noise for improved classifier performance. The decrypted data are preprocessed using the normalization approach called min-max scaling. Many data mining models remain robust in data scaling, and distance-based models such as k-nearest neighbor (KNN) are
dependent on the standardization of attributes. This study utilized the common scaling method as in Equation (10) to normalize the data values.

\[ d' = \frac{d - \min(D)}{\max(D) - \min(D)} \]  

(10)

where \( D \) is the attribute vector, \( d \) is the attribute value of one sample, and \( d' \) is the scaled value of the same attribute.

3.4.2 Patient abnormality prediction using DBN-BOA

The preprocessed medical data are used for the prediction of patient illness and its severity based on the features using DBN. The deep learning models are widely used for disease prediction due to their characteristics of efficiency and accuracy. Used for a larger network structure for its faster implication, DBN consists of various hidden layers and one visible layer to provide the generalization ability. The visible layer transfers the input features into the hidden layer for prediction based on the restricted Boltzmann machine (RBM) [38]. Through the restricted hidden layer and its respective sublayers, RBM can communicate to the previous and next layers of the network. The processes in the layer are activated using the sigmoid activation function based on the RBM learning rule. The architecture of DBN is shown in Fig. 3, and it consists of stacked RBMs. RBM1 has visible and hidden layers, RBM2 has hidden layers 1 and 2, RBM3 has hidden layers 1, 2, and 3, and RBM4 consists of hidden layer 3 and one output layer.

The training of DBN includes the learning rule and parameters such as the states, each neuron bias values, and the synaptic weight. The neuron state is based on the bias and neuron weight of the previous layer, which is calculated as in Equation (11).

\[ P(S_i = 1) = \frac{1}{1 + \exp(-b_i - \sum_j S_j W_{ij})} \]  

(11)

Fig. 3. Deep belief networks with stacked RBMs.
The training samples follow the positive and negative steps where the positive process converts data from the visible layer into hidden layer data and the negative process converts the data from the hidden layer into visible layer data for processing. The positive and negative steps are denoted in Equations (12) and (13) [39]. The weight is optimized as shown in Equation (14) until the maximum number of training epochs is reached. The same process has been executed to predict the abnormalities of the patients’ medical data.

\[ P(V_i = 1|H) = \sigma(-b_i - \sum_j H_jW_{ij}) \]  
\[ P(H_i = 1|V) = \sigma(-c_i - \sum_j H_jW_{ij}) \]  
\[ W' = update(W_{ij} + \eta \times \left( positive(Ed_{ij}) - negative(Ed_{ij}) \right)) \]

where \( \sigma \) is an activation function (sigmoid); \( positive(Ed_{ij}) \) is positive statistics of edge \( Ed_{ij} = (H_j = 1|V) \); \( negative(Ed_{ij}) \) is negative statistics of edge \( Ed_{ij} = P(\nu_{ij} = 1|H) \); and \( \eta \) is learning rate that belongs to \([0,1]\).

The weight is optimized to avoid overfitting, and the prediction process benefits from the efficient swarm intelligence algorithm BOA. It is based on the micro bats echo location behavior where all the bats create a short, loud pulse of sound. A bat senses the object distance using the returning echo. Likewise, it can detect the difference between prey and obstacle, which allows hunting in the dark as well. A bat can randomly fly with velocity \( v_i \) in position \( p_i \) with various frequencies \( f_i \) and loudness \( L \) to search for prey. The frequencies are automatically adjusted, and pulse emission rate \( r \) depends on the target proximity [40]. Each bat in the prey listens to the other bats’ voices and flies to the direction of the prey. The bat-based optimization process is defined in the following steps:

Step 1: Initialize each bat position \( p_i \), velocity \( v_i \), frequency \( f_i \), loudness \( L \), and pulse rate \( r \); \( rd1, rd2, \) and \( rd4 \) are the random values in the range \([0,1]\), and \( rd3 \) is in the range \([-1,1]\), \( t \) is the iteration number, and \( L_{avg} \) is the average loudness of all the bats.

Step 2: The fitness value is evaluated.

Step 3: Do for each bat.

Step 4: Based on frequency, velocity, and locations, the new solutions are generated using Equations (15)–(17).

\[ f_i = f_{min} + rd1 \times (f_{max} - f_{min}) \]  
\[ v_i = v_i + (p_i - p_{best}) \times f_i \]  
\[ p_i = p_i + v_i \]  

Step 5: If \( rd2 > r \) then

Step 6: A local solution is generated from the best possible solution as in Equation (18).

\[ p_i = p_i + L_{avg} \times rd3 \]

End if

Step 7: If the new solution is better than the old solution and \( rd4 < L_i \), then the new solution is accepted and \( L \) and \( r_i \) are updated as in Equations (19) and (20), respectively.

\[ L_i = L_i \times 0.8 \]
\[ r_i = r_i \left( 1 - \exp(-0.04 \times t) \right) \]  \hspace{1cm} (20)

End if
Step 8: end for
Step 9: return best bat.

### 3.5 Healthcare Providers

This component consists of doctors, emergency responders, and hospitals. The diagnoses resulting from the model presented in Section 3.4 are forwarded for validation to a physician. The doctors verify and confirm the results that require specific medical recommendations for the patients involved. The workflow of the proposed secure edge–cloud–IoT-based remote patient health monitoring is shown in Fig. 4. With regard to the methodologies discussed in this section, the monitoring process starts with the data collection procedure. The patients’ medical data are gathered from the IoT sensors of the patients. In order to provide security of the sensitive patient data, a Labe procedure is executed in the edge network, which will be used to reduce the overhead of the cloud server and ensure low latency and response time.

![Workflow of the proposed secure remote patient monitoring in edge–cloud–IoT.](image)

The encrypted data are transferred to the cloud server for distributed storage and processing through gateways. The cloud server decrypts the data using the secret key of the Labe decryption process. The decrypted data are preprocessed to remove the noise and data scaling, which improves the accuracy of the prediction. The patient health status is predicted using DBN-BOA based on the received medical data.
Depending on the diagnosis results, the patient condition can be normal or abnormal. If it is abnormal, then the diagnosed results are once again verified by the doctor and checked if it is an emergency case or not. In emergency situations, the status of the patient is forwarded to the patient and emergency care providers. If it is not an emergency, however, then the diagnosed results are forwarded to patients for early diagnosis. Thus, the proposed remote patient healthcare monitoring system provides an efficient, secure monitoring service of the patients through IoT, edge, and cloud network.

4. Simulation Results and Discussion

The performance evaluation of the proposed remote patient health monitoring system was carried out using the medical data of healthy and unhealthy patients. The IoT environment provides an efficient platform to collect the patients’ vital signs for better health monitoring, and the experiment was simulated with 300 samples. The implementation was executed in Python using scikit-learn library, with Sage math providing the execution of LABE. Evaluation metrics such as accuracy, precision, recall, and F-score were used to compare the efficiency of the proposed model with existing works using the WEKA tool by comparing the results with other classification algorithms. The samples were selected using k-fold cross validation, which randomly divides the data into k distinct fold with identical sizes. Classification was trained and tested for k number of times using the values 5, 10, 15, and 20 fold.

4.1 Evaluation Metrics

The proposed secure remote patient monitoring was evaluated with the following evaluation metrics:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{21}
\]

\[
F1 - score = \frac{TP}{TP + 1/2(FP + FN)} \tag{22}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{23}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{24}
\]

\[
\text{False detection rate (FDR)} = \frac{FP}{TP + TN} \tag{25}
\]

The dataset is distributed in k folds randomly with the same number of instances. In training data, the classifier identifies the patient diseases with the normalized data. In testing data, k-th fold data were tested with the trained model.

4.2 Evaluation and Comparison of Classification Approaches

Figs. 5–9 illustrate the testing performance of the proposed model with other classifiers such as MLP, SVM, and CNN on the training and testing dataset using the proposed secure classification system with various cross folds. Based on the experiments, the 10-fold cross-validation results are better than other cross-fold validations for all the classifiers. The proposed deep learning-based classifier shows superior performance compared to SVM, MLP, and CNN, with CNN as second best. Comparatively, deep learning approaches obtain better outcomes than the traditional machine learning algorithms.

The best results of 10-fold cross-validations are as follows:
Fig. 5. Accuracy comparison of various folds between the proposed and existing classifiers.

Fig. 6. Precision comparison of various folds between the proposed and existing classifiers.

Fig. 7. Recall comparison of various folds between the proposed and existing classifiers.

- Proposed DBN-BOA: accuracy = 97.9%, precision = 95.6 %, recall = 94.6%, F1-score = 94.98%, and false detection rate (FDR) = 0.06.
- SVM: accuracy = 80%, precision = 81%, recall = 80.4%, F1-score = 82.7%, and FDR = 2.1.
- MLP: accuracy = 89%, precision = 83 %, recall = 83.2%, F1-score = 83.7%, and FDR = 1.4.
• CNN: accuracy = 91%, precision = 89.2%, recall = 88.4%, F1-score = 88.8%, and FDR = 0.9.

The proposed deep learning-based model secured improved accuracy, precision, recall, F1-score, and reduced FDR compared to other approaches. The accuracy gain for the proposed classifier is highly likely to be attributable to the integration of the BOA algorithm.

![F1-score comparison](image)

**Fig. 8.** F1-score comparison of various folds between the proposed and existing classifiers.

![FDR comparison](image)

**Fig. 9.** FDR comparison of various folds between the proposed and existing classifiers.

### 4.3 Comparative Analysis of Healthcare Systems

The proposed secure edge–cloud–IoT remote healthcare system (SECIHS) was compared with the existing healthcare systems such as secure remote health monitoring system (SRHS) [5] and privacy-preserving onboard disease prediction for healthcare system (PPOHS) [6] in terms of network capacity and response time. The obtained results are shown in Table 3.

<table>
<thead>
<tr>
<th>Healthcare systems</th>
<th>Network capacity (kbps)</th>
<th>Response time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SECIHS (proposed)</td>
<td>120</td>
<td>70</td>
</tr>
<tr>
<td>SRHS</td>
<td>280</td>
<td>130</td>
</tr>
<tr>
<td>PPOHS</td>
<td>270</td>
<td>110</td>
</tr>
</tbody>
</table>
It is clear from Table 3 that the proposed SECIHS requires less network capacity and less response time than the other two approaches such as SRHS and PPOHS. The proposed model obtained network capacity of 120 kbps, which is significantly smaller than SRHS (280 kbps) and PPOHS (270 kbps). In terms of response time, the proposed model obtained the best result of 70 seconds, again a considerably smaller figure than that of SRHS (130 seconds) and PPOHS (110 seconds). Utilization of edge server reduces network traffic and response time efficiently. The security aspect of the proposed healthcare system is evaluated as well in a head-to-head comparison by taking on the proposed Labe, the existing privacy-preserving self-helped diagnosis (PPSMD) [41], and the Boneh-Goh-Nissim homomorphic cryptosystem (BHC) [42]. The results are presented in Table 4.

Table 4. Performance comparison of security schemes

<table>
<thead>
<tr>
<th>Security scheme type</th>
<th>Plaintext</th>
<th>Collusion</th>
<th>Replaying</th>
<th>External eavesdropping</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPSMD</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>BHC</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Proposed Labe</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The proposed security scheme is secure and is defined against plaintext, collusion, replay, and external eavesdropping attacks with secure parameters. In contrast, the other schemes provide security against plaintext attacks only, which could be easily re-launched after a period of time. Thus, the existing approaches are not suitable for providing complete security solutions for the plaintext attack. The previous approaches do not have defending capabilities, but the proposed scheme provides better security in both cloud and edge by avoiding a collusion attack. Due to the secure transmission of data, all the schemes provide security against an eavesdropping attack. The proposed security scheme provides access to policies as a significant role, which ensures protection against the replay attack and provides better security than other existing approaches. Thus, the proposed secure edge–cloud–IoT-based remote patient healthcare monitoring system ensures the security, confidentiality, and integrity of patient data and provides remote monitoring of patients for their early diagnosis.

5. Conclusion

In this study, the layered components of secure edge–cloud–IoT-based remote patient healthcare monitoring were proposed for the early diagnosis of patient disease and prediction. This proposed work incorporated a secure lightweight cryptography algorithm to ensure the security of the medical data at the edge network component. The usage of edge node before the cloud component is expected to reduce network traffic and response time. From various geographic locations, the requested data from the patients are securely processed in the cloud component. The cloud layer decrypts the data and processes it for early diagnosis. The gathered secure data are preprocessed in the cloud component prior to being used for prediction. Preprocessed medical data are classified using the proposed deep learning model called DBN-BOA optimization approach. The optimization algorithm significantly increases the accuracy of the prediction. In order to validate the performance of the proposed edge–cloud–IoT-based secure patient monitoring system, a comparative analysis of the existing classifiers and healthcare systems was performed in terms of evaluation metrics such as accuracy, precision, recall, F1-score, FDR, network capacity, and response time, based on k-fold validation on different k values. The training data are executed with k folds such as 5, 10, 15 and 20. The proposed algorithm secured improved accuracy (97.9%), precision (95.6%), recall (94.6%), F1-score (94.9%), and FDR (0.06) compared to other approaches. Compared to existing healthcare systems, the proposed approach required minimum network capacity (120 kbps) and response time (70 seconds). The statistical analysis proved the efficiency of the proposed healthcare system, which defends against plaintext attack, collusion attack, replay attack, and
eavesdropping attacks. Since deep learning algorithms perform much better on larger datasets, in the future, the proposed secure patient health monitoring system will be tested with a larger amount of patient data. Additionally, blockchain-based security features are planned to be executed in cloud layers for the enhanced protection of the confidentiality of patient data.
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